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ChatGPT-4 is 

said to be based 

on eight models 

with 220 billion 

parameters each, 

for a total of about 

1.76 trillion 

parameters. 



a) Biological neural network                                          b) Artificial neural network 

 
Figure 1. A.I. general algorithms 

 

 

Figure 2. Grammatical rules 
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 Next Word Probability 

Analyzing 0.234 

Designing 0.178 

Understanding 0.124 

Optimizing 0.093 

Ensuring 0.071 

Word Part of Speech 

Geotechnical Adjective 

engineering Noun 

is Verb 

the Article 

art Noun 

of Preposition  

Word 

Hypothetical 

Embedding 

Number 

Geotechnical 5832 

Engineering 5738 

Soil 3920 

Foundation 4150 

Earthquake 4523 

Construction 5871 

Stability 4632 

Excavation 4719 

Infrastructure 5893 

Surveying 4902 

 



 

Figure 3. 768 x 768 matrix of weights for “hello, 
bye”  
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https://www.geoprofessional.org/wp-content/uploads/2024/03/AI-Unveiled-March-2024.pdf

